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While quantitative methodologists advance statistical theory and refine statistical methods, substantive
researchers resist adopting many of these statistical innovations. Traditional explanations for this
resistance are reviewed, specifically a lack of awareness of statistical developments, the failure of journal
editors to mandate change, publish or perish pressures, the unavailability of user friendly software,
inadequate education in statistics, and psychological factors. Resistance is reconsidered in light of the
complexity of modern statistical methods and a communication gap between substantive researchers and
quantitative methodologists. The concept of a Maven is introduced as a means to bridge the communi-
cation gap. On the basis of this review and reconsideration, recommendations are made to improve
communication of statistical innovations.
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David Salsburg (2001) began the conclusion of his book, The
Lady Tasting Tea: How Statistics Revolutionized Science in the
Twentieth Century, by formally acknowledging the statistical rev-
olution and the dominance of statistics: “As we enter the twenty-
first century, the statistical revolution in science stands triumphant.
. . . It has become so widely used that its underlying assumptions
have become part of the unspoken popular culture of the Western
world” (p. 309). Psychology has wholeheartedly embraced the
statistical revolution. Statistics saturate psychology journals,
classes, and textbooks. Statistical methods in psychology have
become increasingly sophisticated. Meta-analysis, structural equa-
tion modeling and hierarchical linear modeling are advanced sta-
tistical methods unknown 40 years ago but employed widely
today. Statistical articles have disproportionate impact on the psy-
chology literature. Citation counts are a widely accepted measure
of impact. Sternberg (1992) reported seven of the 10 most-cited
articles in Psychological Bulletin addressed methodological and
statistical issues. Replicating his analysis for 2013 finds eight of
the 10 most cited articles again focus on method.

Discontent

Quantitative methodologists are those psychologists whose
graduate training is primarily in quantitative methods, who write
articles for quantitative journals, and who focus their teaching and
research on statistics. Given statistics’ saturation, sophistication,
and influence in psychology, this should be a golden age for

quantitative methodologists. Instead, I argue there is much discon-
tent.

A persistent irritation for some quantitative methodologists is
substantive researchers’ overreliance on null hypothesis signifi-
cance testing (NHST). NHST is the confusing matrix of null and
alternative hypotheses, reject and fail to reject decision making,
and ubiquitous p values. NHST is widely promoted in our intro-
ductory statistics classes and textbooks, and it is the foundation for
many of our theories and practices. The popularity of NHST defies
critical books, journal articles and dissertations, and the reasoned
arguments of some of our most respected and influential thinkers
on statistical matters. Few quantitative methodologists have called
for an outright ban on NHST (e.g., Schmidt, 1996); few regard the
status quo to be satisfactory (e.g., Chow, 1996)
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should follow the normal or bell-shaped distribution) that when
violated can lead substantive researchers to erroneous conclusions
for statistical significance, effect size magnitude, and confidence
intervals. Robust statistics unaffected by assumption violations
have been promoted by some statisticians (e.g., Wilcox, 1998) as
means to reach more accurate conclusions. However, robust sta-
tistics have been utilized by few substantive researchers.

There are other recurring examples of poor practices in data
analysis by substantive researchers. A partial list of poor practices
includes failing to address outliers (Osborne, 2010b), employing
mean substitution to replace missing data (Schlomer, Bauman, &
Card, 2010), conducting stepwise analysis in multiple regression
(B. Thompson, 1995), splitting continuous variables at the median
(MacCallum, Zhang, Preacher, & Rucker, 2002), failing to inter-
pret correlation coefficients in relation to beta weights in multiple
regression (Courville & Thompson, 2001), and following a mul-
tivariate analysis of variance (MANOVA) with univariate analyses
of variance (ANOVAs; Huberty & Morris, 1989).

Resistance

When quantitative methodologists express their discontent with
substantive researchers, the word they most often use is resistance.
Schmidt and Hunter (1997) acknowledged “changing the beliefs
and practices of a lifetime . . . naturally . . . provokes resistance”
(p. 49). Cumming et al. (2007) surveyed journal editors, some of
whom spoke of “authors’ resistance” (p. 231) to changing statis-
tical practices. Fidler, Cumming, Burgman, and Thomason (2004)
commented on the “remarkable resistance” (p. 624) by authors to
journal editors’ requests to calculate confidence intervals. B.
Thompson (1999) titled an article “Why ‘Encouraging’ Effect Size
Reporting Is Not Working: The Etiology of Researcher Resistance
to Changing Practices.”

Resistance by substantive researchers to statistical innovations
is all the more puzzling because it is not universal. Some statistical
innovations (e.g., meta-analysis, structural equation modeling) are
adopted rapidly even over strong initial objections. Other statistical
innovations (e.g., power analysis) are resisted for a long period of
time but adopted eventually. And some statistical innovations
(e.g., robust statistics) encounter resistance that appears intracta-
ble.

Why Resistance?

I will not rehash the NHST controversy nor catalog what quan-
titative methodologists regard as faulty statistical practices by
substantive researchers. What I will do is examine proposed
sources of resistance to statistical innovations and offer alternative
explanations for that resistance. My examination follows calls
from writers such as Finch, Cumming, and Thomason (2001), who
stated “We leave to historians and sociologists of science the
fascinating and important question of why psychology has per-
sisted for so long with poor statistical practice” (p. 206).

Lack of Awareness

Resistance could stem from a lack of awareness of develop-
ments in statistical theory and methods. Understandably substan-
tive researchers focus their attention on applied work and may fail

to stay informed of statistical advances (Mills, Abdulla, & Cribbie,
2010; Wilcox, 2002).

Lack of awareness of robust statistics has been offered as an
explanation for their limited adoption (Wilcox, 1998). In his con-
troversial article claiming evidence for psi, Bem (2011)



strably improve the quality of published articles (see Cobo et al.,
2007). However, there are a limited number of qualified and
willing quantitative reviewers. Ozonoff (2006) pointed out that
“obtaining two reviewers with appropriate specialist expertise is
difficult enough without requiring yet another reviewer to evaluate



advanced statistical methods (Aiken et al., 2008; Keselman et al.,
1998). Gorman and Primavera (2010) tattled on graduate students
who do well in statistics classes but who cannot analyze their own
thesis data.

Curriculum in statistics classes is one culprit in this purported
inadequate education. K. Thompson and Edelstein (2004) suggest
these classes emphasize the theoretical and the abstract over ap-
plied training. To the contrary, Shaver (1993) regards the statistical
curriculum to be too applied, too focused on selecting the correct
statistical test. The majority of faculty teaching statistics in psy-
chology are not trained primarily in statistics (Rossen & Oakland,
2008). In a survey of 18 Canadian psychology departments, Go-
linski and Cribbie (2009) found most departments had none or
only one quantitative faculty member. In education, the faculty
who teach statistics tend to be outside of the core curriculum. Yet
in education, like psychology, the statistical training targets tradi-
tional, basic methods rather than modern, advanced techniques
(Henson et al., 2010). Even traditional methods such as regression
are sometimes neglected in statistics classes. MacCallum et al.
(2002) suggested that the practice of dichotomization of continu-
ous variables reflects researchers’ and graduate students’ greater
familiarity with ANOVA over regression.

Textbooks supplement the curriculum in many statistics classes
and accessible textbooks can play a role in advancing statistical
practice. Rucci and Tweney (1980) attributed the growth in the use
of ANOVA to then popular textbooks. However, textbook reviews
from a decade ago (e.g., Pituch, 2004) showed coverage of recent
statistical advances to be hit or miss. These reviews are dated and
perhaps the situation has improved. The latest edition of the
popular introductory statistics textbook by Gravetter and Wallnau
(2013), for example, provides an 11-page discussion of effect sizes
and statistical power in their hypothesis testing chapter and pres-
ents instructions for calculating effect sizes and confidence inter-
vals for a number of basic statistics.

Mindset

B. Thompson (1999) attributed resistance to changing statistical
practices to psychological factors in the minds of substantive
researchers. Thompson labeled one psychological factor as confu-
sion or desperation akin to what Schmidt (1996) called false
beliefs (i.e., the level of statistical significance [p � .05 vs. p �
.00001] speaks to the size of the relationship). Another psycho-
logical factor identified by Thompson is atavism or a fear of
deviating from normative practices. Substantive researchers fear
their work will not be published if they fail to follow established
methods.

Resistance Reconsidered

Let us reconsider what is meant by resistance. While philoso-
phers of social science have written on resistance to paradigm
change (e.g., Kuhn, 1962), organizational management theorists
have examined resistance to change within established paradigms.
Three lessons can be drawn from the organizational management





Some quantitative journals have sections devoted to introducing
statistical techniques but accessibility of the articles in those sec-
tions varies. The Teacher’s Corner in a recent issue of Structural
Equation Modeling offered for consideration an article titled “Ad-
vanced Nonlinear Latent Variable Modeling: Distribution Analytic
LMS and QML Estimators of Interaction and Quadratic Effects.”
Some substantive journals do publish introductory articles on new
and established statistical techniques. On one hand, the authors of
these introductory articles have reached out to substantive re-
searchers by publishing in the journals substantive researchers
read. On the other hand, one must scour the lit233.(Inur475.7(lit)-279.7(the)-47
T*
[(and)ppcheed)-24.56of





publishes Psychological Methods, but few of its articles are
pitched at a level appropriate for most substantive researchers. The
Association for Psychological Science publishes no quantitative
methods journal. Their journal Perspectives on Psychological Sci-
ence (PPS) sends a contradictory message about methods to pro-
spective authors. In an interview in ScienceWatch (2012), PPS’s
editor, Barbara Spellman, attributed the journal’s high citation rate
in part to methodological articles. However, in another venue she
stated “PPS gets many submissions about scientific methodology.
Because it is not a ‘methods journal’ per se, most are politely
rejected” (Spellman, 2012, p. 58).

One anonymous reviewer nominated Understanding Statistics;
the journal folded in 2005 because the publisher was dissatisfied

http://dx.doi.org/10.1111/j.1467-9280.1997.tb00536.x


http://dx.doi.org/10.1037/0003-066X.63.1.32
http://dx.doi.org/10.1001/jama.287.21.2817
http://www.apa.org/research/tools/quantitative/quant-task-force-report.pdf
http://www.apa.org/research/tools/quantitative/quant-task-force-report.pdf
http://dx.doi.org/10.2307/3803088
http://dx.doi.org/10.1037/h0092732
http://dx.doi.org/10.1037/0022-3514.51.6.1173
http://dx.doi.org/10.1037/a0021524
http://www.nytimes.com/
http://dx.doi.org/10.1007/s11336-006-1447-6
http://www.statlit.org/pdf/1993BuskASA.pdf
http://dx.doi.org/10.1038/nrn3475
http://www.apa.org/monitor/
http://dx.doi.org/10.1371/journal.pone.0000332
http://dx.doi.org/10.1371/journal.pone.0000332
http://dx.doi.org/10.1037/h0045186
http://dx.doi.org/10.1037/h0026714
http://dx.doi.org/10.1037/0003-066X.45.12.1304
http://dx.doi.org/10.1037/0033-2909.112.3.409
http://dx.doi.org/10.1177/0013164401612006
http://dx.doi.org/10.1177/0013164401612006
http://dx.doi.org/10.2307/2529421
http://dx.doi.org/10.1037/h0056488
http://dx.doi.org/10.1111/j.1467-9280.2007.01881.x
http://dx.doi.org/10.1111/j.1467-9280.2007.01881.x
http://dx.doi.org/10.1037/a0016956
http://dx.doi.org/10.1113/jphysiol.%202011.219063
http://dx.doi.org/10.1093/jpepsy/jsp004
http://dx.doi.org/10.1093/jpepsy/jsp004
http://dx.doi.org/10.1037/0003-066X.63.7.591
http://dx.doi.org/10.1037/0003-066X.63.7.591
http://dx.doi.org/10.1037/1082-989X.4.3.272
http://dx.doi.org/10.1037/1082-989X.4.3.272
http://dx.doi.org/10.1371/journal.pone.0005738
http://dx.doi.org/10.1007/s11192-011-0494-7
http://dx.doi.org/10.1007/s11192-011-0494-7
http://dx.doi.org/10.3758/BF03193146
http://dx.doi.org/10.3758/BF03193146
http://dx.doi.org/10.2307/1251146
http://dx.doi.org/10.2307/1251146
http://ideas.time.com/
http://www.botany.unimelb.edu.au/envisci/docs/fidler/fidlerphd_aug06.pdf
http://www.botany.unimelb.edu.au/envisci/docs/fidler/fidlerphd_aug06.pdf
http://dx.doi.org/10.1016/j.socec.2004.09.035


Finch, S., & Cumming, G. (2009). Putting research in context: Understand-
ing confidence intervals from one or more studies. Journal of Pediatric
Psychology, 34, 903–916. doi:10.1093/jpepsy/jsn118

Finch, S., Cumming, G., & Thomason, N. (2001). Reporting of statistical
inference in the Journal of Applied Psychology: Little evidence of
reform. Educational and Psychological Measurement, 61, 181–210.
doi:10.1177/0013164401612001.

Finch, S., Cumming, G., Williams, J., Palmer, L., Griffith, E., Alders, C.,
. . . Goodman, O. (2004). Reform of statistical inference in psychology:
The case of Memory & Cognition. Behavior Research Methods, Instru-
ments & Computers, 36, 312–324. doi:10.3758/BF03195577

Fisher, R. A. (1925). Statistical methods for research workers (1st ed.).
Edinburgh, Scotland: Oliver & Boyd.

Fisher Box, J. (1978). R. A. Fisher: The life of a scientist. New York, NY:
Wiley.

Fiske, D. W. (1981). Methodologist: A growing career specialty. American
Psychologist, 36, 318–319. doi:10.1037/0003-066X.36.3.318

Ford, J. D., Ford, L. W., & D’Amelio, A. (2008). Resistance to change: The
rest of the story. Academy of Management Review, 33, 362–377. doi:10
.5465/AMR.2008.31193235

Fritz, A., Scherndl, T., & Kuhberger, A. (2013). A comprehensive review
of reporting practices in psychological journals: Are effect sizes
really enough? Theory & Psychology, 23, 98–122. doi:10.1177/
0959354312436870

Gardenier, J. S., & Resnik, D. B. (2002). The misuse of statistics: Con-
cepts, tools, and a research agenda. Accountability in Research, 9,
65–74. doi:10.1080/08989620212968

Garson, G. D. (n.d.). Statnotes: Topics in multivariate analysis. Retrieved
from http://faculty.chass.ncsu.edu/garson/PA765/statnote.htm

Gladwell, M. (2002). The tipping point. New York, NY: Hatchette.
Golinski, C., & Cribbie, R. A. (2009). The expanding role of quantitative

methodologists in advancing psychology. Canadian Psychology, 50,
83–90. doi:10.1037/a0015180

Gorman, B. S., & Primavera, L. (2010). The crisis in statistical education
of psychologists. General Psychologist, 45, 21–27.

Gravetter, F. J., & Wallnau, L. B. (2013). Statistics for the behavioral
sciences (9th ed.). Belmont, CA: Wadsworth.

Grissom, R. J., & Kim, J. J. (2012). Effect sizes for research: Univariate
and multivariate applications (2nd ed.). New York, NY: Routledge.

Harris, M. J. (1991). Significance tests are not enough: The role of
effect-size estimation in theory corroboration. Theory & Psychology, 1,
375–382. doi:10.1177/0959354391013007

Hays, W. L. (1994). Statistics (5th ed.). Belmont, CA: Wadsworth
Henson, R. K., Hull, D. M., & Williams, C. S. (2010). Methodology in our

education research culture: Toward a stronger collective quantitative
proficiency. Educational Researcher, 39, 229 –240. doi:10.3102/
0013189X10365102

Hopkins, W. G., Batterham, A. M., Impellizzeri, F. M., Pyne, D. B., &
Rowlands, D. S. (2011). Statistical perspectives: All together not. Jour-
nal of Physiology, 589, 5327–5329. doi:10.1113/jphysiol. 2011.218529

Huberty, C. J., & Morris, J. D. (1989). Multivariate analysis versus mul-
tiple univariate analyses. Psychological Bulletin, 105, 302–308. doi:
10.1037/0033-2909.105.2.302

Hyde, J. S. (2001). Reporting effect sizes: The roles of editors, textbook
authors, and publication manuals. Educational and Psychological Mea-
surement, 61, 225–228. doi:10.1177/0013164401612005

Jaccard, J., & Guilamo-Ramos, V. (2002). Analysis of variance frame-
works in clinical child and adolescent psychology: Issues and recom-
mendations. Journal of Clinical Child and Adolescent Psychology, 31,
130–146. doi:10.1207/S15374424JCCP3101_15

Kenny, D. A. (2008). Reflections on mediation. Organizational Research
Methods, 11, 353–358. doi:10.1177/1094428107308978

Keselman, H. J., Huberty, C. J., Lix, L. M., Olejnik, S., Cribbie, R. A.,
Donahue, B., . . . Levin, J. R. (1998). Statistical practices of educational

researchers: An analysis of their ANOVA, MANOVA, and ANCOVA
analyses. Review of Educational Research, 68, 350–386. doi:10.3102/
00346543068003350

Kidd, S. A. (2002). The role of qualitative research in psychological
journals. Psychological Methods, 7, 126–138. doi:10.1037/1082-989X
.7.1.126

Killeen, P. R. (2005). An alternative to null-hypothesis significance tests.
Psychological Science, 16, 345–353. doi:10.1111/j.0956-7976.2005
.01538.x

Kirk, R. E. (1996). Practical significance: A concept whose time has come.
Educational and Psychological Measurement, 56, 746 –759. doi:
10.1177/0013164496056005002

Kline, R. B. (2013). Beyond significance testing: Statistics reform in the
behavioral sciences (2nd ed.). Washington, DC: American Psychologi-
cal Association. doi:10.1037/14136-000

Kuhn, T. S. (1962). The structure of scientific revolutions. Chicago, IL:
University of Chicago Press.

Lance, C. E., & Vandenberg, R. J. (2009). Statistical and methodological
myths and urban legends. New York, NY: Routledge.

Landes, R. D. (2009). Passing on the passion for the profession. American
Statistician, 63, 163–172. doi:10.1198/tast.2009.0031

Lawrence, P. R. (1969). How to deal with resistance to change. Harvard
Business Review, 47, 49–57.

Lovie, A. D. (1979). The analysis of variance in experimental psychology:
1934–1945. British Journal of Mathematical and Statistical Psychology,
32, 151–178. doi:10.1111/j.2044-8317.1979.tb00591.x

Lush, J. L. (1972). Early statistics at Iowa State University. In T. A.
Bancroft (Ed.), Statistical papers in honor of George W. Snedecor (pp.
211–226). Ames, IA: The Iowa State University Press.

MacCallum, R. (1998). Commentary on quantitative methods in I/O re-
search. The Industrial-Organizational Psychologist, 35, 19–30.

MacCallum, R. C., Zhang, S. B., Preacher, K. J., & Rucker, D. D. (2002).
On the practice of dichotomization of quantitative variables. Psycholog-
ical Methods, 7, 19–40. doi:10.1037/1082-989X.7.1.19

Maraun, M., & Gabriel, S. (2010). Killeen’s (2005). p

http://dx.doi.org/10.1093/jpepsy/jsn118
http://dx.doi.org/10.1177/0013164401612001.
http://dx.doi.org/10.3758/BF03195577
http://dx.doi.org/10.1037/0003-066X.36.3.318
http://dx.doi.org/10.5465/AMR.2008.31193235
http://dx.doi.org/10.5465/AMR.2008.31193235
http://dx.doi.org/10.1177/0959354312436870
http://dx.doi.org/10.1177/0959354312436870
http://dx.doi.org/10.1080/08989620212968
http://faculty.chass.ncsu.edu/garson/PA765/statnote.htm
http://dx.doi.org/10.1037/a0015180
http://dx.doi.org/10.1177/0959354391013007
http://dx.doi.org/10.3102/0013189X10365102
http://dx.doi.org/10.3102/0013189X10365102
http://dx.doi.org/10.1113/jphysiol.%202011.218529
http://dx.doi.org/10.1037/0033-2909.105.2.302
http://dx.doi.org/10.1037/0033-2909.105.2.302
http://dx.doi.org/10.1177/0013164401612005
http://dx.doi.org/10.1207/S15374424JCCP3101_15
http://dx.doi.org/10.1177/1094428107308978
http://dx.doi.org/10.3102/00346543068003350
http://dx.doi.org/10.3102/00346543068003350
http://dx.doi.org/10.1037/1082-989X.7.1.126
http://dx.doi.org/10.1037/1082-989X.7.1.126
http://dx.doi.org/10.1111/j.0956-7976.2005.01538.x
http://dx.doi.org/10.1111/j.0956-7976.2005.01538.x
http://dx.doi.org/10.1177/0013164496056005002
http://dx.doi.org/10.1177/0013164496056005002
http://dx.doi.org/10.1037/14136-000
http://dx.doi.org/10.1198/tast.2009.0031
http://dx.doi.org/10.1111/j.2044-8317.1979.tb00591.x
http://dx.doi.org/10.1037/1082-989X.7.1.19
http://dx.doi.org/10.1037/a0016955
http://pareonline.net/
http://dx.doi.org/10.1198/tast.2009.09045
http://dx.doi.org/10.1198/tast.2009.09045
http://r4stats.com/articles/popularity/
http://www.apa.org/gradpsych/2008/09/quantitative-psychology.aspx
http://www.apa.org/gradpsych/2008/09/quantitative-psychology.aspx
http://dx.doi.org/10.1037/a0019294
http://dx.doi.org/10.1080/1356251032000052447
http://dx.doi.org/10.1080/1356251032000052447


http://dx.doi.org/10.3389/fpsyg.2010.00001
http://dx.doi.org/10.3389/fpsyg.2010.00001
http://dx.doi.org/10.1053/j.nainr.2009.12.009
http://dx.doi.org/10.1038/nature04989
http://dx.doi.org/10.5465/AMR.2000.3707722
http://dx.doi.org/10.5465/AMR.2000.3707722
http://dx.doi.org/10.1207/s15328031us0303_1
http://dx.doi.org/10.1037/0033-2909.112.1.160
http://dx.doi.org/10.1037/0033-2909.112.1.160
http://dx.doi.org/10.1037/1931-3918.2.1.42
http://dx.doi.org/10.1037/0033-2909.87.1.166
http://dx.doi.org/10.1037/a0018082
http://dx.doi.org/10.1037/1082-989X.1.2.115
http://www.sciencewatch.com/inter/jou/2012/12junPerspectPsychSci/
http://www.sciencewatch.com/inter/jou/2012/12junPerspectPsychSci/
http://dx.doi.org/10.1037/0033-2909.105.2.309
http://www.scu.edu/SCU/Projects/Hospice/APA%202007%20TIDE%20SYMPOSIUM.pdf
http://www.scu.edu/SCU/Projects/Hospice/APA%202007%20TIDE%20SYMPOSIUM.pdf
http://dx.doi.org/10.1037/10563-009
http://dx.doi.org/10.1037/10563-009
http://dx.doi.org/10.1016/j.anbehav.2012.09.019
http://dx.doi.org/10.1016/j.anbehav.2012.09.019
http://dx.doi.org/10.1177/0956797611417632
http://dx.doi.org/10.1177/1745691611432124
http://dx.doi.org/10.1037/0033-2909.112.3.387
http://dx.doi.org/10.1037/0033-2909.112.3.387
http://dx.doi.org/10.1177/0013164495055004001
http://dx.doi.org/10.1177/0013164495055004001
http://dx.doi.org/10.1080/00223989909599728
http://dx.doi.org/10.1080/00220970109599499
http://www.iassistdata.org/
http://www.iassistdata.org/
http://dx.doi.org/10.1080/10508422.2012.728472
http://dx.doi.org/10.1080/10508422.2012.728472
http://dx.doi.org/10.1037/0003-066X.53.3.300
http://dx.doi.org/10.1037/0003-066X.53.3.300
http://www.psychologicalscience.org/observer/getArticle.cfm?id=931
http://www.psychologicalscience.org/observer/getArticle.cfm?id=931
http://dx.doi.org/10.1002/per.860
http://dx.doi.org/10.1037/0003-066X.54.8.594
http://www.nature.com/
http://dx.doi.org/10.1037/a0013717

	Why the Resistance to Statistical Innovations? Bridging the Communication Gap
	Discontent
	Resistance
	Why Resistance?
	Lack of Awareness
	Journal Editors
	Publish or Perish
	Software
	Inadequate Education
	Mindset

	Resistance Reconsidered
	Complexity
	Communication
	Journals
	Teaching
	Consulting

	Mavens

	To Communicate Better
	Highlight Solutions to Statistical Problems
	Use Real World Examples
	Show How to Do the Innovation
	Create an Introductory Psychology Quantitative Journal
	Make Better Use of Mavens
	Mind the Gap
	Different Audiences

	Conclusion
	References


